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ABSTRACT 

In a computer numerical control (CNC) milling process, simulation is integral to ensure that the resulting work 

piece has very little error. This boils down to the accuracy and effectiveness of the G-code generated by the simulation in 

comparison with the actual CNC milling process. This study presents a system revolving around augmented reality (AR) 

programming to assist in the generation of G-codes for a virtual CNC milling simulation process. The proposed system 

allows the operator to understand the relation between G-codes and the position of the cutter through AR-based simulation. 

The system can be used to train novice machinists and observe the milling simulation before the actual machining 

operations. The G-code generation is based on a tracking and registration algorithm that calculates the related coordinates 

aided with a heads-mounted-display (HMD). The coordinates are saved on a separate file, which contains the coordinate of 

the cutter and current material removal rate (MRR), and transferred to a G-code program. The generated codes are then 

validated with commercially available simulation tools and it was found that only a deviation of no less than 5% exist, 

proving that the developed methodology is a viable method to substitute conventional means for simulating CNC milling. 
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INTRODUCTION 

CNC simulations have been developed in virtual environments for NC tool path verification and machining 

process optimization [1], but although VR-based systems have already been applied broadly in the manufacturing industry, 

limitations still exist. Firstly, the system are usually costly, requires powerful hardware, and separates the simulation aspect 

from the machining aspect, meaning the user has to adjust the experience gathered from the 3D graphic environment to the 

real machining environment[2]. Secondly, the system is so tightly integrated that it is difficult to support continuous 

improvement and lessens flexibility, considering that a fully autonomous CNC manufacturing environment from start to 

finish involves many steps, not just the machining aspect [3]. This brings forward the demand for AR. AR is a rapidly 

growing field of research that aims to fully integrate virtual with real environment. The development of AR has been 

around since the early 90s, but has only recently been emerging as one of the forefront of technology, mainly due to the 

rise of popularity in smart phones and tablets [4]. This proves that AR can be applied in many field of research and even in 

consumer products due to the lower system requirement being one of the contributing factors. By enhancing the users’ 

understanding and interactions with the manufacturing environment either through real-time information feedback or audio 

cues, shorter lead time and lower manufacturing costs can be achieved [5]. In addition, providing simulation in a real 

environment partly removes the time-consuming geometric and kinematic modeling of the machine tools and accessories 
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in the real environment, thus improving the simulation efficiency.  

RELATED STUDIES 

The field of visualization is stepping into a new era of development, with emerging hardware support by large 

corporate due to the realization of a promising future associated with this technology. A system that couples automation 

with visualization is able to project us to the forefront of technology and achieve the realization of a fully digitalized 

environment envisioned by humans many years ago. Augmented reality is a form of visualization that has been garnering 

attention for quite some time and is constantly under development. As of this moment, it has been applied in field such as 

military, industrial, medical, and entertainment industries. Automation, when coupled with visualization, creates an 

interesting environment. In the industrial field, the use of robotic arm or computer-controlled machines always require a 

form of programming to teach them the actions that need to be taken depending on the situation. If this task is improved or 

enhanced with some form of visualization, then it is safe to say that simulating the automated system will yield a higher 

productivity due to higher immersion and intuitiveness.  

Augmented Reality 

Augmented reality is a realm between the real environment and complete virtual environment, and in this 

transition process, AR takes on both properties as well as the best of both worlds. Latest advancements in the field of AR 

have been studied upon, and issues such as characteristics, registration errors, error reduction, and potential applications 

were covered [6]. However, most AR usages do not mature beyond the labs, due to technological limitations, social 

acceptance, and limitations in user interface. To further evaluate this point, tracking in an unprepared environment still 

proves to be quite challenging, lack of information portrayed for high-level tasks are still prevalent, and persuading an 

ordinary user to wear a system on them for the technology to function appropriately will still take some time. The author is 

convinced that these factors most definitely will not stop the advancement of this technology; on the contrary, it will be a 

driving factor for future researches instead. Key points under AR are the tracking and registration, various types of display 

systems depending on its application, and its difference with virtual reality (VR). 

Tracking and Registration 

Two main activities of AR are tracking and registration. Fiducially, or markers in the real environment relative to 

the camera are tracked to obtain the position and orientation. The tracking values will be utilized in registration to 

superimpose the 3D virtual object onto the real environment. Considering that registration is still one of the main hurdles 

when developing a virtual environment, a projective reconstruction technique which composes of embedding and tracking 

was used as a generalized registration method[7]. Embedding is when four points are specified as reference points to build 

the world coordinate system and tracking is when 3D coordinates are used to track the four points and calculate the 

registration matrix. The program is compiled with C++ while the virtual objects are rendered with OpenGL after exporting 

from CAD commercial software tools. Among the advantages from this proposed method is that there will be no occlusion 

problem present and real-time adjustments are possible to be conducted. Adding on, a mobile positioning system that is 

able to track coordinates for indoor construction, then further realize them into three-dimensional positioning with the aid 

of augmented reality was a focus in a recent study [8]. To achieve this, an infrared marker technique is used, which is 

invisible and used to develop the Head Marker Tracking Augmented Reality (HMTAR) system. This system allows 

indoors or outdoors mounting with event memory and scenario sharing mechanism. The overall HMTAR system consists 



Development of an Augmented Reality-Based G-Code Generator in                                                                                                                               65 
 Virtual CNC Milling Simulation                                   

 
www.iaset.us                                                                                                                                                     editor@iaset.us 

of a mobile display module and a position detection module, executed with the AREyeCenter package. The author 

demonstrated that the system is able to maneuver over various terrains, and a marker is not necessary when positioning the 

virtual objects.  

CNC Machining 

CNC was specifically used for industrial use, though currently it has gradually stepped into education applications 

to expand the knowledge of operating a CNC machine [9]. This then gives way to virtual machining, which was used for 

estimations and observations. Virtual CNC machining might be a new concept to some, but several studies have already 

analyzed its possibility on application in industries, and some have already been applied. A study was made on the 

application of virtual machining in relation to its structural analysis as well as the challenges faced in the ongoing research 

in this field of technology [10]. How a machine tool interacts with the cutting tool and the controller will directly affect the 

resulting CNC process. The technology we have today allows for the prediction of tool collision and path error checking by 

graphical means, but accuracy still remains a primary concern. These challenges are exactly the reason why despite virtual 

manufacturing being available for some time, is still unable to achieve near perfection. Existing virtual systems were 

reviewed in a recent article that covers from VR-based systems, to mathematical modeling and NC based simulation [11]. 

VR technology is often associated to complex programs, sophisticated headsets, and expensive hardware. This is not 

exactly completely wrong, but it is a misconception as well. There are two types of VR systems in general, namely 

immersion VR and desktop VR. Desktop VR is more common, though immersion VR is entering the mainstream market as 

it is increasingly affordable and more easily available. An unsolved issue until this very day is achieving flawless real-time 

simulation, even with the aid of web-based technologies. In conclusion, much work is still required as it is a multi-

disciplinary task with various approaches. 

METHODOLOGY 

 The study is initiated with basic programming using ARToolKit to create a running program that can generate AR 

content through a marker based tracking method. The program includes a block of work piece rendered on the reference 

marker and an end mill imported from a stereo lithography (STL) file rendered on another marker. The kinematics of the 

milling machine are borrowed from actual CNC milling machine which negates the need for a kinematic modeling while at 

the same time ensures that there is no error in positioning values since the markers are placed on the CNC machine itself 

for an in-situ simulation. For a more effective information feedback, the addition of a HUD is done through programming 

as well, which shows the parameters determined by the user in an output TXT file, as well as well calculated machining 

parameters like federate, approach length, length of over travel, cutting time, and material removal rate, which are updated 

live. The save-point feature by mouse operation allows the user to save a desired point anytime during operation, which 

exports the coordinate data of the cutter tip relative to the work piece coordinate system for G-code generation. These 

codes can then be transferred to the actual milling machine to reproduce the physical work piece which is the same as the 

simulated virtual one.  

AR Programming 

Microsoft Visual C++ 2008 Express Edition is sufficient to act as the program compiler, and ARToolKit v2.72.1 

edition will be used as the tracking system. OpenGL will also be utilized to render all virtual objects in the AR 

environment. Pro-Engineer Wildfire 5 is used to produce 3D cad models of each machine. The validation step is achieved 
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with Master CAM for G-code comparison. Finally, Fraps v3.5.99 is used as a real time video capture software to record the 

AR environment. Most of these software tools are either free, or available for use in the Department of Design and 

Manufacture in University of Malaya. 

Relative distance between markers is highly dependent on the transformation matrices assigned to each marker 

and is computed in the program. A simple formulation of distance between two 3D points is the core formula, which can 

then be associated with any user input method such as keyboard or mouse input. These two points can either be static or 

variable, as the distance between them can be updated live to calculate the distance at that point of time. This is the 

simplest form of collision detection and is the basic premise in computing relative distance. For example, if we let the first 

point be (x1,y1,z1) and the second point is (x2,y2,z2) as shown in Figure 1, then the distance between them is no different 

from the formulation of distance for 2D points, only with the addition of the z-axis value. 

 

G-Code Generation 

G-code programming has become a standard in operating NC machines since the early 1960s. The code is able to 

inform the machine and send commands tied to each specific code, usually the movement of the cutting tool according to a 

tool path. This is just one of the many implementations, as G-code nowadays are used is used as the primary control 

system for CNC machines. The format of a G-code is made up of several blocks, where each block contains a series of      

G-codes with specific functions.  
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Of course, the G-code blocks do not comprise solely as those mentioned above, and a long list of blocks 

beginning from turning on the machine to shutting down, creates a complete G-code. There are limitations present as well 

when writing a block, such as a maximum of four G or M words with no repetitions. The X, Y, and Z axis movement 

follows the work piece coordinate system (WCS) as shown in Figure 2, where the origin is defined by the programmer. 

Normally, the WCS is set to the top left corner of the work piece. By placing all three axes movement in a single block, the 

cutter will move to its destination directly in a linear line. If the programmer wishes to move each individual axis 

separately yet still reach the same destination, it is possible by separating each of them into different blocks and to be 

called out separately. This means that how each code is placed in a block is important in determining the machining 

operation sequence. 

 
Figure 2: The WCS Axis follows the Right Hand Rule (Left) 

Where the Z Axis Points Towards the Cutter (Right) 
 

One of the key features of the simulation system is the ability to generate G-code blocks based on the virtual 

environment and the placement of the cutting tool relative to the WCS. This allows the user who runs this simulation to 

obtain all the necessary codes in machining a standard operation using a 3-axis vertical milling machine. Despite the 
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system only supporting 3-axis, complex operations can still be carried out, evident by past applications for even non-

uniform surfaces like sculpturing with NC machining [12]. Furthermore, extension to 4- and 5-axis CNC machines can be 

done once 3-axis machining is properly established [13]. The lists of G-codes that are supported are shown in Table 1. 

Table 1: List of Code Support 

 

Certain functions of the G-code are not generated the same way, as some of them act as toggle switches. G00, 

G01, M00, M03, M04, M05, M08, and M09 are tied to toggle switches specific to keyboard functions. The values of F and 

S are calculated under machining parameters. These codes can all be seen on the HUD with visual cues, such as the work 

piece becoming blue color when the coolant is switched on. Therefore, the key values in a G-code programming, which are 

the X, Y, and Z, values, are tied to the save Coordinate function. This function is specifically designed to operate with the 

mouse input. Save Coordinate means saving the current position when the mouse button is clicked. The save Coordinate 

function is called by placing it in the mouse Event function. GLUT_RIGHT_BUTTON and GLUT_DOWN functions state 

the condition of the mouse when it is right clicked once. Positions saved are used for the input values and verification to be 

made in commercial software, Master cam. 

In the save coordinate function, the coordinates and current MRR are saved to a text file. An example of the text 

file is shown in Figure 3, which is generated based on a total of 12 mouse clicks. Therefore, each mouse click generates 

one line of information, and the MRR value depends on the current depth at that point. In reality, saving the coordinate 

means that each mouse clicks enters the value of the current location of the virtual cutter relative to the origin. This is the 

reason why the G90 code is used. The G90 absolute command code ensures that every cutter movement is relative to the 

WCS origin, as shown in Figure 4. Therefore, as long as the actual CNC machine utilizes the G90 code as well, there will 

be little error present during the programming step. 
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Figure 3: Saved Output Text File 

 
Figure 4: Absolute Programming Where the 

Origin Acts as the Datum 

DISCUSSIONS 

To test the simulation system, the milling operation will be conducted in a fashion similar to Master cam, as well 

as validated with Master cam to determine the accuracy of the operation. Firstly, a CAD model is created using              

Pro-Engineer with the overall dimensions being the same as the work piece in the simulation. Next, the model is exported 

as an STL file to be imported into the simulation. The imported model carried over the dimensions of the CAD model, with 

the same machined slot, as in overlay on top of the original virtual stock. Master cam uses this method as well, where a 

CAD model is imported into it and superimposed with the stock, or work piece. 

In Master cam, the user is required to click each of the edge of the machined part to teach the system on the areas 

required to be machined, so that the final work piece will look the same as the CAD model. Furthermore, a G-code is 

generated from the operation. Therefore, for validation purposes, the same procedures are replicated for G-code 

comparison. With the imported STL model overlaying the virtual work piece, the operator moves the cutter to cut the 

material according the STL model while saving the necessary coordinates typically at the end of a line. The generated       

G-code is then compared with the Master cam G-code and any inconsistencies are observed. The setup of the system is 

shown in Figure 5. 

Conducting the case study on a physical milling machine is merely to provide an accurate axis movement for the 

cutter while at the same time, providing an actual machining or manufacturing environment to the operator. In comparison, 

the Master cam simulation is shown together with the AR-simulation in Figure 4.4. A key difference that is present in the 

Master cam simulation is circular interpolation, which is not supported in the AR CNC simulation. At the end of each axial 
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cut, before the cutter path changes to the next axis, it performs a circular interpolation, which creates a variation on the 

generated G-code.  

 
Figure 5: Setup for testing the simulation on Table CNC Machine 

The case study aims to validate complex machining that encompasses all three axes values. Typically, a finished 

product requires machining of at least all three of the axes, therefore this validation is the most accurate representation of a 

real product simulated. The CAD model is shown in Figure 6. 

      
Figure 6: (Left) CAD Model of the Stock                     (Right) The Wireframe Model Showing the 

                                                                                              Variable Present for all Three Axes 

The cutting is performed on the edges with a slope-like design for a variable depth. The front view shows the top 

of the slope to be 10mm deep from the surface, as it goes deeper along to the next edge at a depth of 30mm from the 

surface. The operation then moves to the next edge and back to a depth of 10mm. This cycle goes around the entire edge. It 

can be seen from the generated code in Figure 7 that Master cam performs a small increment or decrement of 10mm along 

the X or Y-axis each time it moves to a new edge. Therefore, this same action is replicated on the AR system. Based on the 

results obtained, the final graph is produced to show the deviation or error for all three axes as shown in Figure 8. 

 
Figure 7: Generated G-Codes by Mater Cam Displaying a 

Total of 10 Points Highlighted in Green 
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Figure 8: Error Graph of the 3 Axis Validations 

CONCLUSIONS 

This study has successfully developed a method for generating G-codes for a virtual 3-axis vertical CNC milling 

machine which can accurately visualize the process with AR to allow in situ simulation system. This is especially useful to 

bridge the gap between simulation and actual machining, as one of the key benefits of AR is superimposing the actual 

environment for a better sense of placement. The user simply needs to operate the machine normally to generate the G-

code while observing the virtual work piece being machined according to the desired end product. 

This study can be further improved in a number of ways. First and foremost would be the inclusion of a graphical 

user interface (GUI) for all of the AR systems. Users at the moment need to read the source code or memorize the 

functions of each keyboard since they are not always shown to the user. Of course, the HUD mitigates the problem 

partially, but it is overall more intuitive with the presence of a GUI. 
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